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Technology Adoption Rates

Smartphones [N B].-?E
e .

Mobile Phone |

PC
Television
Radio P
Telephone %
Electricity V
0 10 20 30 40 50
Years taken until adopted by 25% of the U.S. population
Market RealistQ Source: U.S. Census, Wall Street Journal
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Chrome 8 versions/yr, 6 weeks per version
Firefox 8 versions/yr, 6 weeks per version
Opera Close to 8 versions/yr

Safari/lE 1 version/yr,

vmware
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5 Years After Launch, Chrome is on Top of the Browser World
Worldwide usage share of the most popular web browsers (in %)

Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3
2008 2009 2010 201 2012 2013

Stat|3ta E @ @ @ Source: StatCounter

The Statistics Portal @StatistaCharts
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Developer

Waiting for build/test complete

Environment Management

BrainStorming and Collaboration

Design and Coding

0% 5% 10% 15% 20% 25% 30% 35%

vmware Linkedin Survey By Electric Cloud, May. 2013
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Spiral & RUP XP & Scrum

Q

=> Better requirements .= Product owner frequently
"+ capture Q)identifies & re-prioritizes

work

Interim Deliverables <
Potentially shippable
software every few
weeks

6 weeks to 6 months >

2 weeks to 6 weeks

Continuous Integration

Automated, code integration, testing and builds
People, Process, and

Technology change in
each transition

Improved Efficiency & quality

Shippable software one or more times a day

Manual deployment

vmware
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HOW TO WRITE GOOD CODE:

Every
Operators/Tester/Stakeholder
s is looking for Good code.

Good code is hard to find and
here is why.

GOoD
Co0E |

vmware From http://xkcd.com/
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# : Lean/Agile FHZg

Fail Fast, Fail Often, and Move on

FIDEUITY: LOW

SHOW: IDEA, MIND PROCESS
USE: COMMUNICATE, FAIL, THINK,
EXPERIMENT, GENERATE IDEAS
HOW: HANDDRAWN

FIDELITY: LOW TO MIDDLE
SHOW: MAIN GROUP OF CONTENT, Ul
PROPORTION, INFORMATION STRUCTURE

USE: COMMUNICATE, DOCUMENT, INTERACT,

TEST, GATHER FEEDBACK
ANALOG: BLUEPRINT
HOW: PHOTOSHOP, ILLUSTRATOR,

FIDELITY: MIDDLE TO HIGH

SHOW: VISUALIZE CONTENT, VISUAL PART OF
CONTENT, INFOSTRUCTURE

USE: DOCUMENT, GATHER FEEDBACK, BUY-IN
ANALOG: ARCHITECTURAL LAYOUT

HOW: PHOTOSHOP, ILLUSTRATOR,

ANY GRAPHIC TOOL
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R&D Department
: User
Integration Smoke Performance
QA Department

OP

Depart
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Cor.. 2uous Integration

Dev/Ops 0

H
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Continuous Delivery

Development vRealize Code Stream

Test

Source - | Build &

9‘ Package & U ' Prod
Control _l Integration > Repository 1
L Test
Automation

4

Infrastructure / IT-Q s

Automated Delivery of |
PEOPLE
VRealize Automation
vmware




Continuous Delivery Pipeline with CodeStream

vmware

0)) VMware vRealize Code Stream

Pipeline Orchestration & Visualization

Managed Artifact . i
> Repository >> QA Certification >M "

Gate

Version Control Continuous Integration, Production
& Code Review Unit Testing & Code Analysis ‘

Smoke Tests

-—
0

checksty e JUnit Artifactory

mﬁm&k

Cobertura

© © (@ A & |LIQUIBASE

VRealize VRealize ANSIBLE FWE CHEF
Automation  Orchestration

¥ slack

Developer / Operations
Communication & Tool

Notifications @ @ e astcsarch.
graphite @ | | ,. imﬁ
VRealize VRealize dvnatrace HJPDI:ﬂamiE

Log Insight ~ Operations M Kibana

Issue Tracking and Management of Agile Teams and Releases (Integrates with Version Control, Cl and Code Stream)




CodeStream Release DashBoard

- Provide a consistent view of release status across stages
- Track artifacts to ensure consistent use
- Drill down to execution details

Automated or manual
gating rules

Track the lifecycle of builds
across environment & stages

vmware

Vulcan R3 P1 - release t... Trying action after fixing script

Build 1D:9816

UAT

Retrieve From Artifactory
CUSTOM
3:11:35 pm to 3:13:05 pm

Provision to vCloud Alr
PROVISION
3:13:05 pm to 3:14:31 pm

I

Run Selenium tests
TEST
3:14:32 pm to 3:15:58 pm

Destroy environment
CUSTOM
3:15:58 pm to 3:20:28 pm

& Release pipeline COMPLETED

Sys Integration Test

Retrieve From Artifactory
CUSTOM
3:20:28 pm to 3:21:56 pm

Provision to vCloud Alr
PROVISION
3:21:56 pm to 3:23:22 pm

I

Deploy via Puppet
CUSTOM
3:23:22 pm to 3:24:48 pm

Automate artifact retrieval,
provisioning, deployment,
test and other tasks

Run JMeter tests
TEST
3:24:48 pm to 3:26:19 pm

View task
execution details

Staging

Promote to GoBuild
CUSTOM
3:26:19 pm to 3:27:46 pm

Retrieve From GoBuild
CUSTOM
3:27:46 pm to 3:29:13 pm

I

Deploy via Puppet
DEPLOY
3:29:13 pm to 3:30:40 pm

Anal Task Result

117614 3:39 PM 11/6M14 3:11 PM

Production

Retrieve From GoBuild
CUSTOM
3:32:07 pm to 3:33:33 pm

Provision on vSphere
PROVISION
3:33:33 pm to 3:35:00 pm

vRe =

"

cus
3:30:

l__-

~ Result

Status:

Machines

DevOps04

Time Taken: 4m8s

Machine Name P

& COMPLETED

Memory (MB)
10.64.115.185 512

Started At:  11/7/14 5:33 AM

Message: Provisioning task completed successfully.

Finished At:  11/7/14 5:37 AM
Storage (GB) CPU Lease Ends
8 1 11/8/14 5:33 AM

Close

CONFIDENTIAL
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— Cut Release from 6 Months to 2~4 Weeks

— Reduce Project Risks along with Development Stage
— Introduce MicroSegmentation for all Services
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— Aforeign government agency is planning a major transformation to

modernize their infrastructure and service delivery within 5 years for several
millions budget

— High-Level virtualization infrastructure platform

— Most developers are Java coder for Jboss platform
— Development team uses agile methodologies

vmware
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Developers could not rely on JBOSS
platform configuration within each
stage being consistently in alignment
with production

Tests were failing due to platform
configuration. Lack of trust.

Reconfiguring / patching / updating
was dependent on operational team
availability. Production related tasks
often added significant delays to
release timelines.

Developers frustration levels HIGH !

38 HY ) e

CONFIDENT;
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DevOps
Workshop

» Open Discussion
(Dev and Ops)

* Form DevOps Team
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ToolChain

* Integrate with existing
Cl tools

* Introduce Jenkins

* Re-introduce
Artifactory

b
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S
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Continuous
Integration (Daily)

» Automate Jboss
Platform Provision

* Automate Binary
Deployment

* Impose Daily
Commit/Build/Decom
m

Continuous

Delivery

* Replicate Dev to
Test/UAT/Prod

* Automate Test

» Add Gating Rules for
Release Review
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HHIRSEE R S IER...
| will always choose a lazy person to do a difficult job.
Because, he will find an easy way to do It.

- Bill Gates
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docker IS a “Shipping Container” for Code

Developers because ...

Docker

No Need to Deal With Operation Team rgisy

Frictionless deployment and maximum portability

On developer laptop:

~# docker build my_app

~# docker push my_app
~#

Then on server: Dockerfile

~# docker pull my_app

~# docker run my_app
~#

That'’s it!!

A natural fit for 3rd Platform, 12 factor,
microservices

,______________________________________‘
#
-

It makes DevOps much, much easier

vmware
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{ ) Production Stack

Development Lifecycle

VRealize Automation, vRealize Operations,
VRealize Log Insight

Developer Laptop VRealize Code Stream
pivotal CE Docker, Kubemetes,
Mesos, Lattice
Vagrant,

Panamax Git, Jenkins,
Perforce Bamboo

vSphere

Code Repo Cl/CD SN

VMware
AppCatalyst

Photon

Platform vCloud Air

JFrog Chef,

Artifactory Ansible vSphere

Repository Config. Mgmt.
VMware NSX, VMware Virtual SAN

vmware
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2nd platform 2.5 platform 3" platform
A 4 vSphere ’ Photon Platform
CodeStream + VRA Integrated
Container
. fEPRSREDL | - BETEMEE - TEEFLER
Orchestratorid %
- BiEEY . BHTHERER THEE (e.g
Ko B E \ Mesos/Kurbernetes/S
» warm)
e %u EET!I'T%E%EEE%E@
717t + BB & ﬁﬁﬁuh N ER=! - XEZMEPE - A
(EcoSystem) EITHESIE Orchestratorf9 &
F

« STEECI/CD T EfE
S

« 3FEiB@Instant Clone
~ & JELinux"& 23 - DR HEEAE

UM EMEZETE
“Lazy” Devgloper Prefers

vmware | Y, _ y, \
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VMware EX SR 1T H
- Production Stack

VRealize Automation, vRealize Operations,
VRealize Log Insight

Development Lifecycle
Docker, Kubernetes,

Pivotal
Mesos, Lattice

vRealize Code Stream
Cloud Foundry

Developer Laptop
Jenkins,

Vagrant, _

Panamax Git,

Perforce Bamboo
vSphere
Cl/CD Integr_ated
Containers
Photon !

Platform vCloud Air

Code Repo
VMware
AppCatalyst
JFrog Chef,
Artifactory Ansible vSphere
Config. Mgmt.
VMware NSX, VMware Virtual SAN

Repository

vmware



FEiBvSpherefiContainer

Basic vSphere Integrated
Approach Container

Container Engine

y Container
Engine inue

N

— voohere W vepere

Developers + Operators use the same

abstraction

vmware
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Instant Clone and the Shared Linux Kernel

ESX Host/Cluster

Read/Write Layer
Container Image C
Container Image B

\

TS Shared
(25MB)

Kernel
Photon Pico
Provisions Kernel

/7
U4
6

\‘
App\)/l iI;:nce W W

vmware




¥ 1i7¥8E : vSphere Integrated Container (VIC)

« Scenario: You will see

— FHBVIC - FAZEE U R ZE i Docker Container
— FEVIC - ERECLUSRIpIFIARABNEE ] ; "EitsesizD

~ BBVIC - FiloFE 4 o] LUEHInstant Clonefyisl - FAs2 "IF LinuxX'WIRES =R (FR—REAXE BN
Doom + MS-DOS% )

vmware
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An unsolved aspect of container resource management is

Research Report. July, 2014) the fact that processes running inside a container are not aware

ZxERAR
RAEEREER
Docker DaemonE&EA&Root # R
A—BRZER

vmware

of their resource limits [27]. For example, a process can see all
the CPUs 1n the system even if it is only allowed to run on a
subset of them; the same applies to memory. If an application
attempts to automatically tune itself by allocating resources
based on the total system resources available it may over-
allocate when running in a resource-constrained container. As
containers mature, this limitation is likely to be addressed.

[root@14486219ea99 ~1# ip addr shouw
: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc nogqueue state UNEKNOWN
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1-8 scope host lo
valid_I1ft forever preferred_lft forever
inet6 ::1-128 scope host
valid_Ift forever preferred_lft forever
1: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc nogueue state UP
linksether 02:42:ac:11:00:01 brd ff:ff:ff:ff:ff:fF

inet 172.17.0.1-16 =cope global ethO
valid_I1ft forever preferred_lft forever
inetb fed0::42:acff:Tfell:1-64 scope link
valid_I1ft forever preferred_lft forever
[root@14486219ea99 -1
[root@14486219a99 14 ,sbinsip route | awk ‘sdefaultrs {print 533
172.17 .42 .1

[root@14486219€a99 ~1#




Uniting Technologies — Introducing vSphere
Integrated Containers

“Cloud-NatiyeIRHRIN G an existing vSphere

Py
s MESOS h‘g‘;zlmp n openstac
< i s

Core (S :
) . ° 1e a first-class

I - e

vSphere Integrated Containers

etwork Integration
Instant Clone, >()
Lightwave, Photon OS br re-architecture

VMware vSphere

vith existing tools

'm

2veloper tools,
rices, and hardware

platforms
Leverage Your Existing Investments and

Enable On-Ramp To Cloud-Native
vmware
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Production Stack

Development Lifecycle

VRealize Automation, vRealize Operations,
VRealize Log Insight

Developer Laptop vRealize Code Stream
Pivotal Docker, Kubernetes,
Cloud Foundry Mesos, Lattice
Vagrant,

Panamax Git, N
Perforce Bamboo

vSphere

Code Repo Cl/CD Integrated

Containers

VMware
AppCatalyst

Photon

Platform vCloud Air

JFrog Chef,

Artifactory Ansible vSphere

Repository Config. Mgmt.
VMware NSX, VMware Virtual SAN

mwa re® CONFIDENTIAL




Photon Platform Z24&

cf push
cf scale

Cloud Foundry

Kubernetes API

Cloud Foundry

Cluster Kubernetes

Cluster

PhotonOS
VMware ESX

PhotonOS
VMware ESX 000

PhotonOS
VMware ESX

Combination of
local and/or shared
ESX datastores.

vmware

kubectl create
r kubectl get pods

Create CF cluster

e

Photon API

Photon Controller #2

Photon Controller #3

Photon Machine:

Combination of
core ESX
(Microvisor) with
PhotonOS

Photon Controller #1

Create Kubernetes
cluster

Photon
Controller:
Clustered design
delivers massive
scale and high-
availability.




What i1s Photon Controller?

vmware

Now!
At Scale!

Docker Swarm!
Cassandral

Cloud Foundry!
Hadoop!

Kubernetes!

Dev ‘ Dev
Team #2 ¥V Team #3

Cloud
Endpoint Foundry API Endpoint
Hadoop
Cluster

Cassandra Hadoop

Kubernetes Cluster Swarm Cluster Cassandra Cluster Cloud Foundry

Photon Controller API (Team #1) (Team #2) (Team #2) (Team #3) (Team #3)

Photon Controller
Multi-tenant Control
Plane

Automation Tools + API optimized for Infrastructure Mgmt @ Scale -

Infrastructure Ops Team

CONFIDENTIAL
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Introducing the VMware Photon Platform

Cloud- Natlvgqﬂlﬂﬁﬁ?ﬁm Built from Ground

r\r\n

’% u openstack ontainers

Core (S
Pivotal CF’ . kubernetes

hﬁ MESOS

3enefits
in seconds

hundreds of
tainers

d and dynamic

Photon Controller

Photon Machine

ts

— Distributed
heduling,
, Project Lightwave

« Photon Machine — Photon OS,
Microvisor

Redesign Your Infrastructure To Deliver Cloud-Native

VMware Photon Platform

wnwa re® CONFIDENTIAL
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Five Imperatives for Digital Business

vmware

Asymmetry in Business

* Innovative Like a Startup, Deliver Like an Enterprise.

Now Entering: The professional Era of Cloud

» Unified Hybrid Cloud Is the Future

The Security Challenge: Protecting People, Apps, and

Data

* A Renaissance in Security Has Begun. CARPE DIEM

The Next Wave of IT Innovation: Proactive Technology

* Automate Everything. Predict (Almost) Everything.

Tech-Driven Change Reshapes the S&P 500

» Taking Risks = Lowest Risks




Virtual Machine + Photon Platform

CodeStream

vSphere Integrated
Container

RIS ER (B

& AR 7% B 38
>10,000VMs)

P %
Orchestratorsf

. / . /

« I H3ELinux OS

EIEERR
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Looking for a TestDrive? Hopped In

Availability

Photon OS Public Available Github
AppCatalyst Public Available Github
Lightwave Public Available Github

vSphere Integrated Beta-Program RegistrationSite
Container (VIC)

Photon Controller Public Available Github

VMware Docker Machine Public Available Github

vmware



https://vmware.github.io/photon/
https://github.com/vmware/vagrant-vmware-appcatalyst
https://vmware.github.io/lightwave/
http://tinyurl.com/CloudNativeBETA
https://vmware.github.io/photon-controller/
https://github.com/cloudnativeapps/machine/releases/tag/vmw_tech_preview

READY
FORAN'Y
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