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Virtual SAN
Overview
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Specialized Expensive HW Device-centric Silos Complex Processes
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® Not commodity ® Static classes of service ® Time consuming processes
% Low utilization ® Rigid provisioning % Lack of automation
® Overprovisioning ® Lack of granular control ® Slow reaction to request

® Frequent data migrations
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RIS 2248: The Ideal Architecture for SDDC
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Management

SDDC
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Compute Networking Storage

v Simplicity

v' Cost

v Scalability
v" Performance

Hyper-Converged
Open Systems / Infrastructure

o Traditional Infrastructure
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Software + Hardware

Virtual SAN + Virtual SAN
vSphere Ready Node

Integrated Systems

EVO:RAIL

vmware




VMware Virtual SAN

Radically Simple Hypervisor-Converged Storage for VMs

» Software-defined storage optimized for VMs

» Hypervisor-converged architecture

‘ VM } ‘ VM } ‘ VM
* Runs on any standard x86 server

vSphere + Virtual SAN
* Pools HDD/SSD into a shared datastore

Pty T Y, I
%"\H "ﬁ k —ut —ut - Delivers enterprise-level scalability and
ard disks ard disks ard disks
' ' performance

« Managed through per-VM storage policies
« Deeply integrated with the VMware stack

Virtual SAN Datastore

vmware




Virtual SAN Can Be Deployed With A Tiered Hybrid Or All-Flash
Architecture

Hybrid All-Flash
‘ \ Caching
- b " UlltraDIMM
: Read and Write Cache Writes cached first, Reads go direct to capacity tier
N Y
Virtual SAN ; : : PerSIStence
- Capacity Tier
Capacity Tier Flash Devices
L SAS/SATA/Direct-attached JBOD Reads go directly to capacity tier
40K IOPS per Host* 90K I0OPS per Host*
+

sub-millisecond latency

*Performance numbers depend on the workload, randomness, and mix of read/write operation ratios
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Virtual Desktops
(VDI)

Business Critical
Applications

IT Operations

Remote IT
(ROBO)

2 Bl {E FAVMware Virtual SAN?

» Low upfront costs based on commodity x86 servers
» Predictably scale compute and storage with growing user counts

 All-flash, high-performance storage for up to 90K IOPS per host
» Enterprise-class availability with continuous availability

» Deploy management clusters on simple, low TCO infrastructure
» Support IT operations with low-cost, simple storage

» Powerful, simple storage for limited IT staffs or expertise
» 2-node configuration for low cost, ROBO solution




What i1s New In 6.1
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What’s New in Virtual SAN 6.1

Enterprise Availability Advanced Managgment New Hardware Options
and Data Protection & Troubleshooting

v'Stretched Cluster with RPO=0, v'Health Check plug-in for HW v'2-node clusters for ROBO
metro-distance monitoring, compliance v'New Ready Nodes
v'5 min RPO vSphere Replication v'vRealize Operations integration v New SSD HW obti :
v Support for SMP-FT for capacity planning and root- ew options:
cause analysis * Intel NVMe

v'Support for Oracle RAC and _
Microsoft MSCS v'Support cloud-native apps  Diablo Ultra DIM

vmware




New Flash Hardware Devices Supported

| VM | | VM | | VM | | VM | | VM | _ _ * Less than 5 i s write latency:
High Density Flash 3x improvement vs external
vSphere + Virtual SAN Devices arrays
nvim « Deploy Virtual SAN in thin
_ﬂ;SDg\@ %‘,\‘} %‘,H\;) iy blade form factor

 Achieve ~100k IOPs/host
with NVMe

Virtual SAN Datastore

— SanDisk UlltraDIMM™ SSDs connect flash storage to the memory channel via DIMM slots,
achieving very low (<5us) write latency

— NVMe allows for greater parallelism to be utilized by both hardware and software and as a result
various performance improvements

vmware




World’s 15t 64-Node, All-Flash Array with Virtual SAN and NVMe

See VMware Virtual SAN live and at scale in the HCI Zone!

b I Where:
HCI Zone

4 \When:
Expo Hours

500 [ -

Intel
Terabytes
_/
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- 160 vm , each vm need 1 vmdk , each vmdk = 320GB , Number Of Failures To Tolerate = 1 ,
where can | start?

- The capacity
— How to calculate ?
— [1 SSD + 7 HDD (SSD)]/ disk group,
— Each host maximum 5 disk groups (5 + 35)
— Boot partition

- The physical host

— deploying ESXi hosts with similar or identical configurations across all cluster members, including
similar or identical storage configurations

— While hosts that do not contribute storage can still leverage the Virtual SAN datastore if they are part of
the same vSphere cluster , VMware is not recommending unbalanced configurations.

— 4 node clusters allow for greater flexibility. Consider designing clusters with a minimum of 4 nodes
where possible.

vmware
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Hardware Selection

& Design

Always use certified
Ready Nodes

Pick Ready Node series
based on expected
IOPS, VM density &
capacity

Use a balanced
configuration

Always use latest
VMware HCL certified
versions of firmware &
driver for controllers

Design for availability &
future growth

Size for Performance

& Capacity

Ensure SSD:HDD ratio is
1:10 of usable capacity

Follow Ready Node guidance

to pick right class of drives
(HDD & SSD)

Pick 8-Series RNs for
performance intensive
workloads

Use SAS Expander based
Ready Nodes for capacity
intensive workloads. SAS
expanders are certified on a
per platform basis. Ensure
your Ready Node is
certified for Expanders

Recommended Best

Practices

SAS or NL-SAS recommended
over SATA for performance &
reliability

Avoid vmfs data stores on
boot devices which are behind
the same controller as VSAN
data store

Ensure controller queue depth
> 256 for performance &
stability. Pass through
recommended over RAID O

10G Network recommended for
any Ready Node above 2-
Series. Multicast required
across all hosts. Enable jumbo
frames/NIC teaming for higher
performance/redundancy
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- What are the most important test validation?

[}y

1. Successful VSAN configuration

2. Successful VM deployments on VSAN datastore

3. VM Availablility in the event of failures (host, storage device, network)
4. VSAN serviceability

5. VM Performance meets expectations

Vmwa re® CONFIDENTIAL



Advanced Troubleshooting with Virtual SAN Health Check Plug-in

Free tool designed to deliver troubleshooting and health reports about Virtual SAN subsystems

vmware* vSphere Web Client

| vop - 1 I

Navigator

] T MGMT | Actions ~

4 Hosts and Clusters

e |8 B8 a

Getling Staried  Summary | Monitor | Manage Related Objects

[ wdec-mrivera-04.pmi.local
v [135DDC
Tl MGMT
[5) warBcs-tm-stw01.pml.local
[F] war6cs-tm-stw02.pmi.local
g war6ic5-tm-stw03.pml.local
Q war6c5-tm-stwl4.pml.local
» EBVSANSnapMan

51 AD-WDC
& Comp-WDC
5 Comp6-WDC
5 CV_Win2k8
(zh DVDStore15GB
B HVE-WDC
[ netappvasa
51 Mexenta 10 Engine Template
ﬁ} NexentaConnect Manager
h rawlinsen
[, solidfire
& SRM-WDC
51 View-WDC
& vSphereReplication
& wvol-VM01
{5, wdc-rawlinson-240
{5 wdc-rawlinson-241
{5, wde-rawlinson-242
(. wdc-rrivera-06

vmware

[Issues | Performance | Profile Compliance | Health |Tasks | Events | Resource Reservation | Virtual SAN | vSphere DRS | Uti\ization]

“ Vsan Health Tests
Physical Disks e

Virtual Disks
Test Name

S e VSAN Health Service update-to-date
m Advanced Virtual SAN configuration in sync
+ Limits health
Current cluster situation
After 1 additional host failure
Virtual SAN object health
~ Metwork health
Hosts disconnected from VG
Hosts with connecivity issues
WSAN cluster partition
Unexpected VSAN cluster members
WSAN cluster partition
Hosts with VSAN disabled
All hosts have a VSAN vmknic configured
All hosts have matching subnets
All hosts have matching multicast settings
Hosts small ping test (connectivity check)
Hosts large ping test (MTU check)
Multicast assessment based on other checks
~ Physical VSAN disk related health
Physical VSAN disks
Component metadata health
Memory pools (heaps)
Memaory pools (slabs)

<
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Overall health:

How To Fix?

Cluster Health
Network Health
Data Health

Limits Health
Physical Disk Health
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ITEMno. Function Descripation validation step result Notice
1. Start a 4 host vsan cluster.

2. When configuring all of the hosts' networks, add one network for VMotion, one network for FT
Logging and one vsan network.

3. Provision a Windows/Linux VM on vsan datastore with RAID1 configuration (HFFT =1, SW =1).

4. Turn on FT on the powered on VM and verify the vsan components and storage policy information
on both primary and secondary VMs.

5. Inject permanent disk errors on one of secondary VM vdisk's vsan component owner disk.

21 Object Failures RAID1 - Secondary VM component failure 3 \’jﬁﬂﬁsr:?u'l:d-rs\(l’t\:ﬂc;e!lsofnﬁ; failed over.

8. New secondary is spawned on another host.

9. Clear the disk errors and the failed components should be resynced successfully.

1. Start a 4 host vsan cluster.

2. When configuring all of the hosts' networks, add one network for VMotion, one network for FT
Logging and one vsan network.

3. Provision a Windows/Linux VM on vsan datastore with RAID1 configuration (HFFT =1, SW =1).
4. Turn on FT on the powered on VM and verify the vsan components and storage policy information
on both primary and secondary VMs.

5. Inject permanent disk errors on one of primary VM vdisk's vsan component owner disk.

6. VM guest should be running without any failures.

7. Perform FT VM failover.

8. VM should successfully failed and the VM guest should be up and running.

9. New secondary is spawned on another host.

10. Clear the disk errors and the failed components should be resynced successfully.

22 RAID1 - Primary VM component failure

Vmwa rec CONFIDENTIAL
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Virtual SAN Performance Troubleshooting

- Virtual SAN Observer is adequate in most cases

- esxtop / VCOps useful in some situations when Observer is not available
— VM/VCPU bottlenecks
— Virtual Disk latency vs. Physical Disk latency is a good starting point

- Note: Virtual SAN is a distributed system
— Performance issues on one host might actually originate on another host
— Monitor ALL nodes in cluster

vmware




Virtual SAN Performance--BEREREKH..

- CPU Bottlenecks
- Network issues

- Hotspots in cluster
- Application requirements vs. physical storage capabilities
- VSAN Overhead (e.g., Re-sync operations, Flush timer, Snapshots)

vmware




CPU Bottlenecks

- JEAL
— VSAN threads utilization close to 100% OR high ready time
— High CPU utilization/ready times manifesting as latency increases

- REAT.

— Ready time from system saturation is common case

— Very few active virtual disks stressing small number of kernel threads
- BERTE

— Check CPU overcommitment

— Try distributing workload across multiple virtual disks to increase parallelism in the kernel

vmware




Network Issues
. TER

— Increase in latency from the DOM Component Manager Layer (VSAN Disks View) to the DOM Owner
layer

— Non-zero network error counts

- RET
— At very high IOPS and throughput, network kernel threads can be CPU bottlenecked

— Network misconfiguration or hardware errors

- BERTGE
— Increasing MTU size to 9000 helps in reducing CPU utilization
— Trace source of errors and fix them

vmware




Hot Spots in the Cluster

- JEAL
— Subset of hosts (VSAN Disks view) or physical disks (VSAN Disks Deep-Dive) get most of the IOPS
— Higher load on these hosts/disks - Higher latencies
— Non-zero congestion levels

- R
— Load imbalance in the cluster
— Virtual disk placement depends on free capacity of physical disks
— Many disks are provisioned and only few of them are heavily used
- BERTGE
— Set stripeWidth to a value greater than 1 for the heavily utilized disks
— Proactive disk rebalancing can alleviate the issue

vmware




Workload Requirements vs. Physical Disk Capabilities
. TER

— High-latency/low-10PS in virtual disk layer, but no network/CPU issues

— Non-zero congestion values
— Low RC Hit rate in Hybrid clusters (VSAN Disks Deep Dive view)

- R
— Latency overhead from VSAN, virtualization is more visible at low OIO
— Read cache, VSAN sparse metadata cache may not be effective for a workload

- BERTGE
— Select hardware based on IOPS requirements
— Tune cache sizes

vmware




Advanced Monitoring, Planning and Troubleshooting with

VRealize Operations
Same Dashboards for Easy Virtual SAN Monitoring

vmware vRealize Operations Manager

inciuding chid cbyects

* | { VirtualSAN 6 Troubleshooting BETA

1 Req VirtuaISAN Topology

VIrusISAN Cluster (5 of 6)

Host System (31 0f 31)

Virtual Machine (6 of 6)

VirtualSAN Datastore (6 of 6)

Host Adapter (31 of 31)

Disk Group (34 of 34)

(i VirtualSAN 6 Heatmap BETA

# VirtualSAN 6 Entity Usage BETA

.

i Top Issues (Select Object in Storage Topology)

x
e @eAaR ao0oEe 99a =@FEE v ew -

-
00800
-
L 1 ] ]
2 B
aeeeeeeeees
L

1 VirtualSAN Host has misconfigured storage.
4 objects impacted | 2 Recommendation(s)
Check VirualSAN disk availability for Virtusl SAN Host

il VirtualSAN Cluster partitioned most likely due to multicast issue in cluster
VSAN-C-SQL | 1 Recommendation(s)
Check the upstream all the

277
IF- 1B 2T 0EB088 (Q Fiter
Status Criticality Level ‘Object Name: Alert Info Aert Impact Object Type Tyve
& a wa-sabusm-.. ViualSANH... Health HostSystem  Hardware (O.
a wi-sabu-sm-..  VituslSANH..  Health Host System  Hardware (O.
o Wa-sabu-S-... VitualSAN H...  Health HostSystem  Hardware (0.
'y wi-sabu-sm-... VitusiSAN H...  Health Host System  Hardware (O
Page [1 |of1] » & Displaying 1 - 13 of 13

»BNRENEBOHM: « Mo cnn s

vmware

- Comprehensive global view across
multiple Virtual SAN cluster

- Hundred of KPIs simplified to an easy
to consume dashboard

- Smart alerts deliver insight and
Information — correlate symptoms
across the stack




VSAN and vRealize Operations: BE{E&X]

& HEFRRY IS )

vmware vRealize Operations Manager O | About | Help | admin v (EeREElEY
| VirtualSAN Cluster partitioned most likely due to multicast issue in cluster o
S Y pacted Object Symp Timeline Relationships Metric Charts
Q& a
VirtualSAN Cluster partitioned most likely due to multicast issue in cluster
VirtualSAN Cluster partitioned most likely due to non-matching up: and d multicast add on all hosts in the cluster
Recommendations Alert Information
Check the up: and do multicast addi on all the VirtualSAN hosts Object Name: VSAN-C-SQL
Control State: -] Open
What is Causing the Issue ? Assigned User: -
v 4\ VSAN-C-SQL has symptom VirtualSan Cluster partitioned VirtualSanCluster VSAN-C-SQ.... AleniType: Hardware (OSI)
Alert Subtype: Availability
Event source: VSAN-C-SQL Status: o Active
Source event object name:
Source event name: VirtualSanCluster VSAN-C-SQL detected network partitioning Impact: @ Health
Source event status: All hosts in the cluster unable to communicate due to partitioning. Criticality: A\ critical
Device Description: 10.eng. i iti .eng. Y it
[w3-sabu-sm-010.eng.vmware.com)] are partitioned [w3-sabu-sm-009.eng.vmwar .com] are partitioned [w3-sabu- Start Time: 4128115 7:10 PM
sm-011.eng.vmware.com] are partitioned [w3-sabu-sm-012.eng.vmware.com] are partitioned
Update Time: 4/28/157:10 PM
v /) VSAN-C-SQL has symptom VirtualSAN Cluster multicast address issue \irtualSanCluster VSAN-C-SQ... Cancel Time:
Event source: VSAN-C-SQL
Source event object name:
Source event name: VirtualSanCluster VSAN-C-SQL detected multicast address issue
Source event status:

vmware

Hosts in the cluster have different Multicast addresses set

Get prescriptive guidance
for remediation, including
automated actions

Multiple symptoms
combined to provide an in-
depth root cause analysis




VSAN and vRealize Operations: Capacity Planning

Never run out of or overprovision capacity again

vmware vRealize Operations Manager U | About | Help | admin - (SYESEIC

7 vsanDatastore  Actions ~ A @ | []vSphere Solution's Default Policy (4/26/15 5:51 PM) | El (@

Summary Alerts Analysis Troubleshooting Details Environment Projects Reports

b Y @ = & 1~ Project View: |Compare projects in this visualization |~ | Capacity Container: | Disk Space Usage | ~ |

BCA

Disk Space Usage

200 %
150 %
100 %
50 %
0%

610415

Do - Plan capacity consumption
based on current consumption
and future projects

< Monitor capacity usage and
CAPACITY —s- History —s- Trend —s- Trend with projects | DEMAND  History - Trend —s- Trend with projects | 1] Shortfall Identlfy overprovisioned
( ElBcA = A VOl & J resources

+ 7/ X F~ Status: [‘fNIFiIiBrSv]|G‘|c~<f\\Ler(I\?—.r1B) |
mplementaton Date + oot Name P p—— F— e T - Enhanced “what-if’ scenarios

5/27/15 12:00 AM BCA Planned vsanDatastore admin admin and a|ert Setti ngS

6/30/15 12:00 AM VDI Committed vsanDatastore VDI Project admin admin

Displaying 1-2 of 2
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Virtualizing Microsoft Applications on VMware Virtual SAN

e, e, ., e, E E
=) Q=] Oa(j| = |l
: * 8 node Hybrid VMware Virtual SAN Cluster
vSphere + Virtual SAN y
« 4 Exchange 2013 Mailbox Servers - DAG

.l"‘ et
SharePoint

_= * 4 Exchange 2013 CAS

P ) « 2 SQL Server 2014 - AAG
;_,( ) ‘) ’
b A N el &W e SharePoint 2013

SSD SSD
SSD Hard disks Hard disks Hard disks Ssb Hard disks

 Windows Files Share Hosted on VMware
Virtual SAN

* No need for Zoning or specialized tools

Virtual SAN Datastore

vmware




VMware Virtual SAN EEH#FR18

COMPONENT SPECIFICATIONS

ESX host CPU 2 % Infel(R) Xeon(R) CPU E5-2690 v2 (@ 3.00GHz 10C (80GHz)
ESX host RAM 256GE

ESX Version .50 6.0 build

Network Adapter 2x 10-Gigabit SFI/SFP+

storage Controller 2% 12Gbps HEA

Power Management Balanced (set in BIOS)

Disks 530 2x Intel 400GE

350 2x Intel 200GE

HOD: 12 x Seagate B00GE

vmware

« Commodity Hardware
 HCL Supported HBAs

« Solution Sizing is critical




Virtual Networking Configuration

 Refer VMware and Microsoft Best

. ‘ Practices
VAN 101 w et bephiprey Mm} « Use VMware dVswitch
_—— TR e P e
- / - / \ . \ #
\ ‘ . \
Ttl(oﬁi u/u‘i\,qi/lu/u w‘.
Virtual Oistributed Switch @

vmware




SQL Configuration &
Performance

vmware



SQL 2014 Architecture

SQL AAGVSAN

vmware

» Follow VMware and Microsoft SQL
Server Best Practices

e MSCS SMB Share for AAG




SQL VM Detail

"yl ‘Tah"‘\«'w‘)’oﬂ"‘f?’i“ ‘\.\ﬁ' AAAAAA (o
Hmuelmmlamcslml Vetual Machine Version: 8
Device Statis Takeaways
[T Show A Devices Add... I Remove I B Cnsnd
Hardware | Summary |
M| Memory 32768 M8 » Refer VMware SQL Server Best
K crus 8 .
Video card Video card P raCtI ces
& VMCldevice Restricted
© scsicontroller 0 Paravirtual 5_c c 2
S 55si ot i * VM Sizing is critical
© scstcontroller 2 Paravirtual @ Actoma C Ms
© scsicontroller3 Paravirtual :
@ CD/OVD drive1 Cllent Device ¢
& Hard disk1 Virtual Disk sQL2 vMm ve @
@@ Hard disk2 Virtual Disk Configuration Details to the Resources tab and
& Hord disk3 Virtual Disk &l guest memory,
© Hard disks Virtual Disk Network C ¥on
) Hard disks Virtual Disk
) Hard disk6 Virtual Disk Network label:
@@ Hard disk? Virtual Disk | RaGHet (DSwitch) =l
o Hard disk8 Virtual Disk Port: 4547
B Network adapter1 DVWM Network (DSwitc... Switch to advanced sattings
| @ Network adapter2 AAGNet (DSwitch), Port:...|
oK concel |
#

vmware




SQL AAG Overview — WindowsFailoverClusterManager
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vmware

» Always validate your cluster and
review warnings.

* Only Associate Disks when needed




SQL AAG Roles - WFCM

PR AITON  WHW  FER
s nm BT
B Fudorar Clastier Musiagar

o B AAGVIAN SOLUTIONE NS

o Rk
a4 Radai
i ol
B e
AL
b A e
] Chasmes B

vmware

L] Tid Drarrgt Ny ey
PR RGP W hrreg O 501 Yo
PR AAGSPCaw Flrerg O 5001 Mo
T AMGSEFSach ) Rureey (e 501 e
T MG arvice ) Rurrey (Ew L Madim
I adviani) W ey (e St e
-H‘H"""'--.
Abwirys0N Clustior Rl Confgurabon Summary
froem Windows Fadower Clusior Managar

7 || werss [ [

* Review your cluster roles and ensure
they reflect what SQL Management
Studio reports




SQL AAG - SQL Management Studio

Object Explarer

Connect> 3 3 m [ 7] ; M

~ 1 X § Dashboard: SQL1 X

=] La SOLT {30L Server 12.0.2000 - SOLUTIONS\administrator)\\
[ Databases
[0 Security
[ Server Objects
[[3 Replication
= 3 AhwaysOn High Svailability
= 15 AAGEPContent (Primangd
= 3 Awailability Replicas
'E SOLT {Primany)
= S0L2 (Secondary)
= 3 Awailability Databases
[} WSS Content_app
= [3 Awailability Group Listeners
1 aagspContentl
) BAGSPCore (Primany)
) BAGSPSearch (Primary)
) AAGIPService (Primany)
) AAGYSANGT (Primany)
[ Management
[0 Integration Services Catalags
[B S0L Server Agent
B La SOL2 (S0L Server 12,0.2000 - SOLUTIONS administrator)
[ Datahases
[ Security
[0 Server Objects
[ Replication
= 3 AbwaysOn High Availability
= [ Availability Groups
2§ AAGEPCantent (Secondary)
= 3 Awailability Replicas
3 san
'E 3012 (Secondary)
[ L3 Awailability Databases
L:B WSS Content_app
= 3 Awailability Group Listeners
0 AAGSPContent.

vmware

4] Availability groups on SQL1 J
Auailability group:
Ayilability Group Mame Primary Instance Failover Mode Issues

@ AAGSPContent sQn Automatic

@ AAGSPCore son Automatic

@ 22GSPSearch saL1 Automatic

@ AAGEPService saut Automatic

@ 226vsANG saLt Automatic

Here is a summary view
of the AlwaysON
Availability Groups

Takeaways

« SQL Management Studio has great
detail for AAG...use it




Performance — SQL DVD Store

Combined totals for both test ds2sqglserver sessions:

- Total Purchases during 2 hours: 4969793
- Average Orders Per Minute: 41415

DVD Store Test ds2sqlserver session 1

- Total Purchases during 2 hours: 2484763
- Average Orders Per Minute: 20706

DVD Store Test ds2sqglserver session 2

- Total Purchases during 2 hours: 2485030
- Average Orders Per Minute: 20709

vmware

* This is commodity hardware with
enterprise performance

 All results are as good if not better
than NAS/SAN storage




Exchange Configuration & _
Performance B

vmware



Exchange 2013 Architecture

vmware

mail.solutions.vmware.com

@8 S¢ @8 —@8
ExchangeCAS1 ExchangeCAS2

ExchangeCAS3 ExchangeCAS4

— ,ﬁ_ —.I‘E_—I” —rl l,=|—.|'| r— _—.ﬂ

DAGO1

=g =l =@ ——E=0s

v L

ExchangeMB1 ExchangeMB2 ExchangeMB3 ExchangeMB4
F--
LI ||
File Shane Wikness Cuarum
— — o
Active DB Active DB Active DBs Active DBs
1-3 -6 7-a 10-12

Follow VMware and Microsoft
Exchange Best Practices

MSCS SMB Share for DAG




Exchange VM Detalil

sadare | Optos | Resurces | viervees | . e Mo verson: Takeaways

tatus
[ Show AllDevices add.. | Remove B i
Hardware | Summary = V' Connect at power on
- venory se204 g | — « Refer VMware Exchange Best
i crus 8 .
Vdss cre ideo crd Qrrentadopter:  WO0ET 3 Practices
& VMCldevice Restricted MAC Addrace
© scstcontroller Paravirtual e 38 =
@ oD drve Clent Devie P « Use Exchange Sizing Guide
G Hard diskl Virtual Disk ExchangeMB1 VM
g Do T « VM Sizing is critical
@ Network adapter2 DAGNetwork (DSwitch), - g
B Network adapter3 MAPINetwork (DSwitch)| | Status: inactve ©
© scsicontroller1 Paravirtual 5 Toactivate DrectPath 1/0, go to the Resources tab and
© SscSlcontroller 2 Paravirtual select Memory Settings to reserve all guest memory,
© scsicontroller3 Paravirtusl
&) Hard disk2 Virtual Disk Pt
@ Hard disk3 Virtual Disk Network label:
2 Hard disk4 Virtual Disk [DAGNetwork (DSwitch) =
& Hard diskS Virtual Disk Port: 4279
& Hard diské Virtual Disk Switch to advanced settngs
& Hard disk? Virtual Disk
G Hard disk® Virtual Disk
& Hard disk9 Virtual Disk
& Hard disk 10 Virtual Disk
@ Hard disk11 Virtual Disk L
— i Al bl St
‘ |'|A | ’

oK Cancel
Vi

vmware




Exchange VM Network Detalil

1= STIVED VI T b =3
@0 e Mo » | enl o BT e . e Takeaways

« Keep MAPI and DAG traffic separate
I Sl L T— Fachangehdd T ——— e

R " i « Name NICs
DMDWI ..I-: "'r"l-"- :::Ir II.I!F (P 1A S e , e 1 atialee P
WE File and Sicrage Seneces &

Ip 15 Remaie mpnsgement Enabled

Penabled

vmware




Exchange VM Network Detail — Continued

vmware

ReplicationDagMNetwork01

*Distabase svailability group network name:

Heip

theg Bl to specity &

| RepicationDagMetworkD

Desomption

naineg for the DAG rerbaaprk
of up to 128 characters. The
naeme of the network misst

Luhners

+7 -

FIBNET

b unigque wathin the DAG

STATVS

10.0.0.078 Up

Metwnek sberf s

NETWORK INTERFACE

DAG MNatwork Dotad from
Exchangs Control Panel
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Exchange DAG Overview — WindowsFailoverClusterManager
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Windows File Share Withess
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Performance — Exchange Jetstress Server MB1

PERFORMANCE COUNTERS TARGET VALUES
Takeaways
Achieved Exchange transactional IOPS 1194

(I/0 database reads/sec + I/0 database * Results are on well below the max
writes/sec) latencies

I/O database reads/sec 132

I/0 database writes/sec 66

Total IOPS (I/O database reads/sec + /0 [325
database writes/sec + BDM reads/sec + 1/0
log

replication reads/sec + I/0 log writes/sec)
/O database reads average latency (ms)  |Less than 20 ms

/O log reads average latency (ms) Less than 10 ms
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Performance — Exchange Jetstress

Server MB2

» This is commodity hardware with

enterprise performance

» All results are as good if not better

than NAS/SAN storage

PERFORMANCE COUNTERS TARGET VALUES
Achieved Exchange tranzactional IOPS 1265

(If0 database reads/sec + /0 databaze wites/sec)

'O database reads/sec 140

!0 database writes/sec 10

Tofal IOPS (If0 database reads/zec + /0 325

databaze writes/zec + BOM reads/sec + 110 log

replication reads/sec + /0 log writes/sec)

'O database reads average latency (ms) Less than 20 ms

/0 log reads average latency (ms) Less than 10 ms

vmware




A

s el

vmware




N4

Gl
Jlnl
Ll
i

» Stretched Cluster
HA/DR * Used of VR/ISRM

» Setup Alarms

- . * Used vROps
MOnltOflng « VSAN Health Plugin
 Maintenance Mode
- * Workflow
Operatlons  Third Party tools

 SSD/HD rebuild

Design for Scaling : s .
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By failing to prepare,
you are

preparing to fail.
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Links

Download: https://my.vmware.com/group/vmware/info/slug/datacenter_cloud _infrastructure/vmware_virtual _san/6 0O
Doc landing page: http://www.vmware.com/support/pubs/virtual-san-pubs.html
https://www.youtube.com/playlist?list=PL9MeVsUOuG65kM9iszj5KmNjO1PiAWgvf

Admin guide: http://pubs.vmware.com/vsphere-60/topic/com.vmware.vsphere.virtualsan.doc/GUID-AEF15062-1ED9-4E2B-
BA12-A5CE0932B976.html

Product page: http://www.vmware.com/products/virtual-san/

TCO Calculator: https://vsantco.vmware.com/vsan/SI/SIEV
VSAN ReadyNode: http://partnerweb.vmware.com/programs/vsan/Virtual%20SAN%20Ready%20Nodes.pdf
http://blogs.vmware.com/vsphere/storage

http://www.yellow-bricks.com/virtual-san/

perf. http://www.vmware.com/files/pdf/products/vsan/VMware-Virtual-San6-Scalability-Performance-Paper.pdf

Design and Sizing: http://www.vmware.com/files/pdf/products/vsan/VSAN_Design_and_Sizing_Guide.pdf

Troubleshooting: http://www.vmware.com/files/pdf/products/vsan/VSAN-Troubleshooting-Reference-Manual.pdf
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http://pubs.vmware.com/vsphere-60/topic/com.vmware.vsphere.virtualsan.doc/GUID-AEF15062-1ED9-4E2B-BA12-A5CE0932B976.html
http://www.vmware.com/products/virtual-san/
http://www.yellow-bricks.com/virtual-san/
http://www.vmware.com/files/pdf/products/vsan/VMware-Virtual-San6-Scalability-Performance-Paper.pdf
http://www.vmware.com/files/pdf/products/vsan/VSAN_Design_and_Sizing_Guide.pdf
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